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Abstract—In this paper we present an approach based on the
principle that psychological capacities, especially personality
traits, influence the decision making process of rational agents.
While using the FFM/NEO PI-R taxonomy, we propose a model
for the expression of personality traits in terms of so-called
influence operators that add meta control rules to the cycle of
rational BDI agents.
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I. INTRODUCTION

A. Rational and psychological agents

Rational Agents: Many agent cognitive architectures are

based on practical reasoning, in the following of the SOAR

and ACT-R frameworks, or more recently BDI-agents [25].

In Bratman’s theory of practical reasoning, an agent’s be-

havior is modeled by specifying beliefs, goals and plans
and is effectively produced through the agent’s deliberation

cycle. These architectures have been quite successful at

creating both autonomous and multi-agent systems capable

of operating in computational contexts.

Conversational Agents: However, agents are more and

more in interaction with human users, as revealed by the

growing of so-called conversational agents [5]. In this new

context, authors have claimed agents should be both compe-
tent (thanks to their symbolic reasoning capacities [28]) and

psychologically relevant, in order to increase: a) their accept-

ability factor, especially when they deal with people of the

general public, b) the efficiency factor of the agent/human

interactional process itself (e.g. for teaching).

Psychological Agents: Actually, since the introduction

of the notion of ‘Believable Agents’ in the mid-90’s [2],

[19], [15] there has been various attempts at implementing

psychological features into cognitive architectures. For ex-

ample, the works of Rousseau and Hayes-Roth [27] have

established a first ground by providing examples of how

personality factors (also called personality traits) can be

implemented into the cognitive architecture of a rational

artificial agent. All these authors emphasize the fact that

agents should exhibit both a rational reasoning engine and

a psychological reasoning engine.

B. Categorization of personality traits

Personality traits taxonomies When one is interested

in the taxonomy of the psychological phenomena, espe-

cially those related to personality traits, the most successful

paradigm to day is the Five Factor Model (FFM - also named

OCEAN), which is a convergent research from many authors

in Psychology during the last 20 years, based on five large

classes of traits. FFM has taken upon Cattell’s classification

into 16 factors [6], which was still prominent in the 80s

and was supported by Eysenck’s Personality Questionnaires

(EPQ) [11]. FFM is mainly based on natural language lexical

resources such as the glosses found in dictionaries [13],

according to the ‘lexical hypothesis’, which states that most

of socially relevant and salient personality characteristics

have become encoded in the natural language [1].

Traits, Facets and Schemes However, classifications

such as Cattell’s 16 factors or FFM are very generic, which

led some authors to propose to refine these taxonomies with

so-called facets. For example, the NEO PI-R facets [7], have

been proposed for FFM, thus resulting in a more precise

two-level taxonomy (traits/facets) of 30 bipolar positions.

It remains nonetheless too generic from a strict computa-

tional viewpoint, as implementing psychological behaviors

in software agents requires operational definitions. This

led us, in recent works [3], to develop a resource1 based

on an enrichment of the FFM/NEO PI-R taxonomy with

glosses associated with the senses of a large set of 1055

personality adjectives, while using the WordNet lexical data

base [12]. The glosses have been completed and aligned with

300 Goldberg’s questionnaire so-called q-items2. Finally

for each FFM/NEO PI-R position, glosses and items have

been clusterized in so-called behavioral schemes (in short

schemes) associated with congruent operational behaviors

(An excerpt is given in Figure 1 for trait Conscientiousness).

C. Computational expression of personality traits

Our objective is to provide rational agents with psycholog-

ical capacities. Our approach is based on the computational

expression of personality traits, in terms of their influence

1This resource is available on the Web and freely downloadable at:
http://www.limsi.fr/∼jps/research/rnb/toolkit/taxo-glosses/taxo.htm

2http://ipip.ori.org/newNEOKey.htm
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over the decision making process of the agents. To this

purpose, we have developed a specific framework composed

of three main parts described in the next sections:

— Rational agent model It is based on the typical delib-

eration cycle of BDI agents, which is decomposed in five

steps for the purpose of this study. Section II-A presents the

five steps and Section II-B describes a basic plan language,

underlying the rational process.

— Influence operators Given a typical rational agent model,

our first issue is to substantiate the claim that it can be in-

fluenced by meta heuristics implementing personality traits.

This entails that the deliberation cycle should exhibit capa-

bilities for being influenced, according to various modalities.

A first result of this study is that it has been possible

for us to elicit eight distinct classes of so-called influence
operators, which add meta control over the deliberation

cycle upon actions and plans. They are listed and described

in Section III.

— Trait implementation Given the rational model and the

eight classes of influence operators, we have a) to define a

psychological agent model and b) to show how the psycho-

logical model can be implemented through influence oper-

ators. In Section IV-A, we sketch a generic psychological

agent model then we restrict the discussion to its static part

i.e. the computational expression of the personality traits. In

this study, we have chosen the FFM/NEO PI-R taxonomy

enriched with the schemes defined in Section I-B. Actually,

schemes provided operational behaviors that appeared to be

quite easily transposable in terms of so-called activation
levels for the influence operators. Section IV presents a case

study about the implementation of the schemes present in

the particular FFM trait Conscientiousness.

D. Related work

Gratch and Marsella [14] have implemented a model of

emotions based on traditional SOAR architecture but most

authors have proposed improvements of BDI architectures

exhibiting both rational reasoning modules and psychologi-

cal reasoning modules [18]. For example, the eBDI model

of Jiang et al. [17] implements emotions in a BDI frame-

work. They give a good introduction about the necessity to

implement emotions into rational agents.

Gratch and Marsella works showed that SOAR architec-

ture does not easily support the implementation of psycho-

logical behaviors and that the SOAR core engine must be

adapted. Alternatively, BDI architectures offer a more open

and flexible engine (the deliberation cycle) hence we rely on

it for the support of our framework. For example, one can

rely on frameworks like 2APL, which is a BDI-based agent

oriented programming language developed by Dastani [8]

providing practical programming constructs to allow the

generation, repair, and (different modes of) execution of

plans based on beliefs, goals, and events.

However our approach is distinct from most above men-

tioned studies using BDI engines, mainly because in those

studies the psychology of the agent is based on dynamic

mental states (like Moods Φm and Affects Φa, defined in

Section IV-A), which influence the expression of emo-

tions –often only through the body modalities of a virtual

character– but they have no or little impact upon the decision

making process of the agent. Instead we propose here an

approach where the static features of the personality of

an agent are expressed through its action (Note: in our

approach, expression through body modalities is actually

handled by modal operators defined in Section III-B).

Using the well-used agent creation platform JACK [16]

that implements the BDI theory, CoJACK [10] is an ex-

tension layer intended to simulate physiological human

constraints like the duration taken for cognition, working

memory limitations (e.g. loosing a belief” if the activation

is low or “forgetting the next step” of a procedure), fuzzy

retrieval of beliefs, limited focus of attention or the use of

moderators to alter cognition. A similar approach is taken

for conversational agents in the PMFserv framework [31].

In these studies, authors focus on the influence of physical

or cognitive capacities over the deliberation cycle but not on

actual psychological, like moods or traits.

Closer to our work, Malatesta et al. [20] use traits to create

different expressions of behaviors, especially by influencing

the appraisal part of the OCC theory [23]. The difference is

that their work focuses on how agents evaluate the results

of their actions and of external events, not on the way

they perform a task. Nonetheless the idea that traits can

differentiate agents’ behaviors underlies this work.

In the same way, Rizzo et al. [26] have shown that goals

and plans can be used to represent a character’s personality

in an efficient way, by attributing specific behaviors to

the pursuit of each goal. Personality traits are used to

choose between the multiple goals of a BDI agent (i.e.
traits influence Desires). Once chosen, goals are planned

and executed directly whereas in our case, traits operate on

already planned goals (i.e. traits influence Intentions). This

applies also to works of Pelachaud et al. [21], based on the

well-used architecture of conversational agent GRETA [24],

which involves models of personality for the expression of

emotions (face, gesture, etc.). It applies also to the FATIMA

architecture [9] stemming from [24], which implements

personality traits.

II. AGENT MODEL

A. Agent cycle

Using an approach similar to a BDI-agent cycle pro-

cess [25][30], we will divide the agent rational reasoning

process in a five-step cycle:

1. Deliberation As in BDI theory, given an agent A with an

initial set of possibly contradictory ‘desires’ γi ∈G , during

the deliberation step, the agent chooses within its desires a
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subset of so-called goals γ∗i that: 1) it intends to achieve,

and 2) must be non contradictory.

2. Planning Given the current goal γ∗ in γ∗i , the agent

generates a rational plan π∗ ∈P, which has γ∗ in its postcon-

ditions: γ ∈ post(π∗). A plan is a symbolic expression of the

plan language Lπ defined in Section II-B. It is composed

of subplans πi ∈ P and terminal actions αi ∈ A.

3. Decision Although the planner proposes a single plan

expression π∗ in order to achieve the current goal γ∗, this

expression often contains alternatives (equivalent subplans or

equivalent terminal actions) and options (optional subplans

or optional terminal actions) defined in Section II-B. Hence,

plans are subdetermined and the agent has to make choices

between alternatives and to decide whether to execute or

not options. Other kinds of decisions are required in the

scheduling of the plan operators (discussed in Section II-B).

In any case, the result of the decision process is to elicit the

next action α∗ of π∗ to be executed.

4. Execution The agent executes the current action α∗. In

most BDI architectures, this step is implicit: it is explicitly

given here in order to support the influence of psychology

traits over the execution process itself.

5. Evaluation The agent receives, from the application,

information about the actual results of the execution of α∗.
It is then possible for the agent to evaluate its performance,

both in rational and psychological terms.

B. Plan language

The plan language Lπ defines expressions that are com-

posed of two kinds of entities: sub plans and terminal

actions. In turn, terminal actions are defined in terms of

application dependent functions. In the following, when

there’s no ambiguity, we’ll simply refer to sub plans as plans,

to terminal actions as actions, and to application dependent

functions as functions.

1. plans are expressions of the form:

π = 〈pi,γi, pre, post,attr,body〉
where:

– pi is a unique plan identifier. Below, we refer to a plan

either as π or pi.

– pre is the set of rational preconditions of the plan (noted

pre(pi)), i.e. facts that must hold in the world for π to be

applicable.

– post is the set of rational postconditions of the plan (noted

post(pi)), i.e. facts that necessarily or possibly hold in the

world after the execution of π (cf. Section II-B-4).

– γi ⊆ post(pi) is the set of goals of the plan. It is important

to note that the agent may not have the intention to make

all the postconditions hold after plan execution, but only the

γi ones (cf. the strategic bomber scenario of Bratman [4]).

– attr is the set of attributes defining the plan wrt psycho-

logical influences.

– body implements the plan in terms of sub plans and

terminal actions (cf. Section II-B-5).

Table I
PROCEDURAL OPERATORS BY DESCENDING ORDER OF PRECEDENCE.

Name Op Semantics (informal)

seq ; a1;a2 : Done(a1) is a precondition to start a2

alt | a1|a2 : only one element is randomly executed
par ‖ (a1‖a2)≡ (a1;a2)|(a2;a1) one element of the

sequence is randomly chosen and executed
case 
→ guard1 
→ a1, guard2 
→ a2

guardi are explicit preconditions for ai to be executed
If several guards are True, one guard is randomly
chosen and executed

2. actions are expressions of the form:

α = 〈ai,γi, pre, post,attr,call〉
where:

– ai is a unique action identifier.

– call is a call to a function fi ∈ F, executable in the world.

Other components are defined as in plans above.

3. functions are application dependent basic operations.

They are defined in a part of the model dedicated to the

application, through an API (namely F) of the form:

ϕ = 〈 fi,args, params〉
where:

– fi is a unique function identifier, provided by the API of

the application.

– args is the set of the description of the rational arguments

of function fi. Rational arguments correspond to the so-

called ‘functional proprieties’ of the function.

– params is the set of the description of the modal arguments

of the function. Modal arguments correspond to the so-called

‘non functional proprieties’ of the function (e.g. speed, focus

of attention etc.). We state that args∩ params = /0.

4. postconditions are facts that hold in the world after the

execution of an action or a plan. They can be divided in two

main classes:

– Necessary postconditions (noted postN) are sure to hold.

For example, given an action a0 linked to function throw-a-
dice, up f ace = i i ∈ [1..6] is a member of set postN(a0)⊆
post(a0);
– Possible postconditions (postP) are not sure to hold but

they could. For example, given a0, up f ace = 6 is a member

of set postP(a0)⊆ post(a0).
5. plan body the body of a plan has the following syntax:

Body → BodyProc | BodyDecl | ai
BodyProc → ProcOp[Body|pi|ai, . . .]
BodyDecl → 〈Sp,So,Sd〉
Sp|So|Sd →{pi|ai, . . .}

where:

– BodyProc is composed with procedural operators (ProcOp)

as defined in Table I (given in infix notation).

– BodyDecl is a declarative expression composed of three

subsets of subplans or actions: Sp is the set of preferred

elements; So is the set of optionally executable elements; Sd
is the set of default elements.
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Table II
INFLUENCE OPERATORS’ OPERANDS AND STEP OF APPLICATION.

Class Operand Step of application

Goal γ Deliberation (1)
Preference α|π Decision (3)
Filter α|π|γ Deliberation or Decision (1 or 3)
Scheduling π Execution (4)
Modal ϕ|α|π Execution (4)
Option α Execution (4)
EXpectation α|π|γ Evaluation (5)
Appraisal α|π|γ Evaluation (5)

Plans are synthesized by a rational planner, thus entailing

two consequences upon the semantics of BodyDecl expres-

sions. 1) Since Sp, So and Sd are sets, their elements are

considered by the rational planner as equivalent alternatives

(within a set), at least wrt to the goals associated with

the body, if not wrt to all postconditions. 2) The meaning

attached to ‘preferred’, ‘optional’ and ‘default’ is restricted

to the domain of rational planning and is not related to

psychology (e.g. for ‘preferred’ see footnote3).

III. DEFINITION OF INFLUENCE OPERATORS

A. Definition

An influence operator ω ∈ I is of the form:

ω = 〈oi,rules, level〉
Where:

– oi is a unique operator identifier of the form Cname, C being

a letter associated with the class of the operator (cf. below).

– rules is a set of (meta) rules adding control over the

five steps of the rational process cycle of the agent (cf.
Section II-A). They define the operational semantics of the

operators as operations on: goals, actions and plans.

– level is the level of activation of the operator, which

defines how the operator must be applied over the cycle

in order to implement a particular trait of personality (see

Table IV). A level is composed of:

A force v ∈ {0,1,2}, used to prioritize the operator

(0 means not activated, 1 is activated with low priority

(when several operators apply) and 2 is activated with high

priority). If different from 0, the value is given as an extra

parameter of intensity to the rules set (cf. class 5 in III-B).

A sign +/− (no sign given means +) indicates if the

operator implements the concept or its antonym.

B. Eight classes of operators

Influence operators can be applied to four kinds of

operands: goals (γ), actions (α), plans (π) or functions (ϕ),

depending on their class (cf. Table II). We distinguish eight

main classes of operators:

1. Goal operators are used during Deliberation step to

control the management of goals, e.g. to elicit goals from

desires, to arrange goals in the goal stack etc.
2. Preference operators are used during Decision step, to

compare and sort in total or partial order a set of rationally

equivalent α|π (e.g. to sort Sp, So or Sd sets). Then, it

becomes possible to implement mental attitudes such as

likes and dislikes, in terms of minimal/maximal elements. In

order to compare two items according to a given criterion,

one needs a normalized measure function (or cost function)

χcriterion : F 
→ [0.,1.]∪{⊥}, which implements the criterion.

The cost function is application dependent, meaning it has to

be defined for each application; if not, it is not an error, it just

maps to ⊥ and is considered void. Hence to each preference

operator Pcriterion is uniquely associated a cost function

χcriterion. Comparing functions makes it straightforward to

compare actions. By combining action-comparisons, it is

often possible to compare plans3.

For example, let three actions a1, a2 and a3 be respectively

linked to functions go-car, go-cycle and go-walk, and the

application provides: χeasy(go-car) = 1., χeasy(go-cycle) =
0.5, χeasy(go-walk) = 0.1. Then a ‘lazy’ agent could have

a preference operator Peasy with a high level of activation

(v = 2), making action a1 to be the maximal element, when-

ever preferences are required (e.g. suppose Sp = 〈a1,a2,a3〉
then a1 will be the psychologically preferred action in a set

of rationally preferred actions — respectively for So or Sd
sets). Note that preference-based operators have to deal with

partial orders, and that maximal or minimal elements are not

necessarily unique.
3. Filter operators are used to decide whether to keep

or to discard an element γ|α|π for further considering in

Deliberation or Decision steps. Filters define the intrinsic
mental attitude of the agent towards γ|α|π (i.e. contrary to

preferences, no comparison to other elements is performed).

For example, if the level of filter operator Flaw f ul is > 0, then

action a1 linked to function kill-people will be discarded,

even if it is executable and it was proposed as an efficient

solution by the Planning step. Filters have precedence over

preferences, i.e. preference operators decide among already

intrinsically filtered elements.
4. Scheduling operators are used during Execution step to

control the strategies of plan scheduling. They are divided

into heuristic and alteration operators:

– Heuristic operators provide meta control over seq, alt, par,
case operators in procedural plans, and over Sp, So or Sd sets

in declarative plans. For example, if the level of scheduling

operator Spredictable is > 0 then p0 = par[a1,a2,a3] will

always be executed as seq[a1,a2,a3] (Note: executing a par
as a seq is rationally correct).

– Alteration operators can alter the structure of procedural

plan e.g. executing a seq as if it were a par is often (but not

always) incorrect; it can be used in case of a very disorderly

3In all cases, comparisons are ultimately based on application-dependent
information, meaning that two distinct agents elicit the same maxi-
mal/minimal elements. Hence our use of the term ‘preference’ is different
from studies based on profiles (e.g. preferring red cars over blue cars).
We do not consider profile-based preferences operators because they are
traditionally integrated into the Planning step (as static external constraints)
and they are not considered by psychologists working on personality traits.
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agent. They can also alter the scheduling process itself e.g.
remixing even deleting goals in the goal stack. Alteration

operators can lead to non rational behaviors, therefore they

are not discussed further.

5. Modal operators are used during Execution step to

control the actual execution of the function linked to an

action, in terms of close related notions of gradualness

and intensity, which are provided by application functions.

Modal operators can be mapped on plans, recursively down

to actions.

– Intensity operators have an influence on functions with

intensity params. For example, let a2 be linked to function

φ = 〈 f2,args,{speed, . . .}〉. If the level of the modal oper-

ator Mquick is v = 2 then action a2 will be executed with

maximum value for parameter speed.

– Gradual operators have an influence on functions handling

gradual levels of achievement. Several cases of graduality

can be considered. The simplest case is a function that can

be achieved in a typical manner (like doing the ‘par’ in golf),

more than the par, less than the par. For example, function

give-beggar-money would be affected by the modal operator

Mnowaste, leading it to be either: a) achieved in a typical

manner (the ‘par’ being around 1$ bill for Mnowaste = 0); b)

overdone (give a 100$ bill if < −1); c) underdone (give a

5 cents coin if > 1). Note that one has to give something

otherwise the action would not be considered as executed.

6. Option operators are used during Execution step to add

the execution of extra α after (respectively prior to) the

execution of the current action. So they are prologue and

epilogue add-ons that can modify the postconditions but

must not alter the goals (respectively must not alter the

preconditions for epilogues). For example, let action a1 be

linked to function open-door and a2 to pass-door, making

the plan p1 = a1;a2; moreover, let action a3 be linked to

close-door. If the level of modal operator Ocleanup is > 1,

then action a3 can be added as an epilogue to plan p1.

Prologue actions (like wash-hands before doing something)

or epilogue actions are application dependent; again if not

provided, they are just considered as void influences.

7. eXpectation operators produce expected facts during

Deliberation and Decision steps in order to be further used

during Evaluation step. They represent the attitude of the

agent towards the expected outcomes of an intended γ
in terms of its α|π postconditions. Three main kinds of

mental attitudes can be defined: hope, fear and unconcern.

For simplification, we take here the psychologically-strong

position that an agent cannot have attitudes about necessary

postconditions postN (e.g. like a stoicist, an agent cannot

fear a necessary bad outcome). However agents can have

attitudes about possible postconditions. Its attitudes partition

the postP set of α|π into three subsets: hoped postH ,

feared postF and unconcerned postU , leading to the partition

post = postN ∪ postH ∪ postF ∪ postU . For example, taking

again action a0 linked to cast-dice, proposition up f ace = 6

can be both a goal and a hope (up f ace = 6 ∈ postH of a0).

8. Appraisal operators are used during Evaluation step to

control the impact upon the mental states of the agent of the

comparison between the expected outcomes and the actual

outcomes of the latest executed item.

IV. TRAIT IMPLEMENTATION

A. Mental model of the agent

Typically, the mental states of a person can be classed

according to two main criteria:

– Dynamicity While several levels of dynamicity of mental

phenomena are possible, we will just consider two levels:

static traits and dynamic feelings;

– Arity Traits and feelings can either be intrinsic to the agent

viewed as an autonomous entity, or related to interpersonal

relationships, the agent being considered as part of a com-

munity of agents.

These two criteria entail a generic classification of mental

states in four types:

Features (ΨF ) correspond to typical personality attributes

that can be considered stable during the agent ‘lifetime’.

Relations (ΨR) represent generic attitudes of the agent to-

wards other actors in a given community. Note that relations

must not be confused with roles that define social relations

between agents (boss, father etc.), not addressed here.

Moods (Φm) represent intrinsic mental states of the agent

that can evolve under the influence of a) external events in

the world, b) evaluation of its own actions upon the world.

Affects (Φa) represent interpersonal attitudes of the agent

that can evolve along its interaction with other agents. While

relations are generic, affects are always associated with

specific agents in the community.

Despite simplifications, this classification covers most

significant notions discussed in mental states modeling [22].

B. Influence operators for FFM trait Conscientiousness

As mentioned in Section I-B, we rely on a resource where

WordNet glosses and Goldberg’s q-items are categorized in

bipolar behavioral schemes positioned in the FFM/NEO PI-

R taxonomy. An excerpt from the resource, illustrated in

Figure 1, shows the two bipolar schemes associated with the

first facet of trait Conscientiousness. Schemes are defined

and presented in [29]. The total amount of elicited schemes

is 69 i.e. 138 bipolar positions. The distribution of schemes

over the FFM/NEO PI-R domain is quite even, with an

average of 2.3 schemes by facet. It is interesting to note that

the distribution of schemes over the intrinsic/interpersonal

trait criterion is also quite even (ΨF = 46% and ΨR = 54%).

Although ΨR is certainly worth considering, in this paper we

focus on ΨF and let ΨR for further work.

Considering glosses/q-items contained in the schemes

definition resource file, it is possible to exhibit influence

operators associated with the described behaviors. In this
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Table IV
LEVELS OF ACTIVATION OF THE 30 INFLUENCE OPERATORS SUPPORTING 12 SCHEMES OF FFM FACTOR CONSCIENTIOUSNESS.

Facets Competence Orderliness Self-Discipline Achievement Deliberation Dutifulness
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Operators
G f orget 1 0 2 0 2
Gquick 1 2 -2 1 -2
Gdeduct 1 2 0
Gprudent 1 2 0
Gnowaste 1 2 0
Gknowledge 1 2 0
Greason 1 2 0

Peasy 1 0 -2
Psa f e 1 0 2
Pclean 1 2 -1

Flaw f ul 1 2 -1
Fsa f e 1 2 0
Fambitious 1 2 0

Sorder 1 2 -1 2 0
Spredictable 1 2 -1

Mf ocus 1 2 -1 1 0 2 -1 2 0 2 0 2 0 2 -2
Mprecision 1 1 0 2 0 2 0 2 0 2 -2
Mtenacity 1 2 -2 2 -1 2 0 2 -2 2 -1
Mquick 1 1 -2 1 -2
Mdopar 1 2 -2 0 2 2 -2
Mnowaste 1 2 0
Mclean 1 2 -1 1 -2 2 0

Oextra 1 0 2 2 0
Oplay 1 0 0
Ocleanup 1 2 0 2 0 2 -1

Xsuccess 1 2 -2 2 0
Xhope 1 2 -2 2 0
XchoiceCon f 1 2 -2 2 -2

Aresponsible 1 2 0 2 -1
Asuccess 1 2 -2 1 -1

section, we take as an example the FFM trait Conscientious-
ness, dealing mostly with ΨF . It is composed of 6 NEO PI-R

facets containing 16 schemes, as given in Table IV. In trait

Conscientiousness, 11 schemes have influence operators

∈ ΨF , while 4 others ∈ ΨR (LOYAL, VIRTUOUS, FAIR,
TRUTHFUL) are not treated. Scheme LAWABIDING, having

influence operators in both sets, is partially treated. A set

of 30 influence operators required to support the 12 ΨF -

related schemes of FFM trait Conscientiousness (called IC)

are listed in Table III with their semantics given as a gloss.

Given a set of operators elicited from a trait, it is possible

to define an implementation of its schemes in terms of acti-

vation levels (as defined in Section II-B) of these influence

operators. Then, the levels of activation control the cycle of

the rational agent defined in Section II-A, according to their

class, defined in Section III. Activation levels are defined

with two main principles:

– They are relative values, describing a positive/negative

tendency/deviation from an average behavior supposed to

describe a ‘normal’ person, further called the generic agent;
– They are defined in a so-called ‘salience table’ schemes

× operators, where each cell contains by default the ac-

tivation level of the generic agent except in cases where

the glosses/q-items of the scheme specify a deviation from

average behavior.

Generic agent: From a psychological viewpoint, this

notion is still an open question, which exceeds this study.

Here, we will take a restricted position where a generic

agent is defined in terms of low levels of activation for

the influence operators. A strict definition ∀ωi, level(ωi) = 0

is not correct because most people have some degree of

confidence, orderliness, dutifulness etc. corresponding to a

positive, low/medium activation level i.e. 1 (except for some

traits like Neuroticism where it would be -1). When several
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Figure 1. Excerpt from the Web resource on schemes in FFM/NEO PI-R

operators are to be applied in the same cycle step and they

have the same level of activation, they must be prioritized to

avoid contradictory influences. For a generic agent, a static

pre-order on schemes can be predefined.

Example: To keep the example simple, we consider here

a generic agent having a low level of activation for each

operator in Table III: ∀ωi ∈ IC, level(ωi) = 1. The salience

table of 12 ΨF -related schemes of Conscientiousness is

given in Table IV where empty values = 1 and non empty

values describe the deviation from generic agent’s values.

Designing a specific character: Given Table IV, one

can define a specific agent by selecting which schemes the

agent is likely to exhibit. Typically, a person only exhibits

few tendencies deviating from average behavior; hence in a

human-like agent, few schemes will be selected (say two

or three). Note that formally, it is possible to select an

arbitrary number of schemes. When more than one scheme

is selected, it can happen that for a given operator ωi, two

schemes induce conflicting levels (e.g. a TIDY and LAZY
agent for Mclean). Similarly to the generic agent, it is possible

to predefine a static pre-order on schemes. Moreover, when

Table III
IC : OPERATOR SET FOR CONSCIENTIOUSNESS

Op.name Gloss of + pole (informal semantics)

G f orget+ forgets γ (e.g. drops from goal stack)
Gquick deliberates quickly (e.g. takes first in list of alternatives)
Gdeduct+ controls the depth of deduction process
Gprudent considers consequences of γ
Gnowaste dislikes γ that waste resources
Gknowledge+ * has a large knowledge base (facts)
Greason+ * has a large common sense base (heuristics)

Peasy prefers easy γ|π
Psa f e prefers safe γ|π
Pclean prefers clean γ|π
Flaw f ul discards unlawful γ|α|π
Fsa f e discards unsafe γ|α|π
Fambitious prefer ambitious γ|α|π
Sorder executes α|π in order (- pole: seq⇒par)
Spredictable executes α|π routinely (e.g. par⇒seq)

Mf ocus executes α|π with mental concentration
Mprecision executes α|π with precision
Mtenacity perseveres if failures/difficulties during α|π
Mquick executes α|π quickly
Mdopar control graduality of execution (see II- 5 Modal/gradual)
Mnowaste don’t waste resources while executing α|π
Mclean is clean while executing α|π
Oextra+ controls general tendency to execute optional α from So
Oplay adds pleasurable α , taken from So
Ocleanup adds clean-up action(s) (not in So) after execution of α|π
Xsuccess expects success of current γ|α|π
Xhope has high level of hopes in poss(α|π)
XchoiceCon f confident in its choices of γ|α|π
Aresponsible feels responsible for the results of its γ|α|π
Asuccess has a particular sensitivity to success

* operator overlaps with capacities in rational reasoning.
+ negative level values don’t apply for these operators.

human-like agent are defined, conflict of operators can be

a source of realism (e.g. by making obvious the agent’s

hesitation between two tendencies like TIDY and LAZY).

V. CONCLUSION AND FUTURE WORKS

We have presented an approach based on the principle

that personality traits a) can influence the deliberation cycle

of rational agents and b) can be defined in terms of level

of activation of influence operators. A set of eight classes

of influence operators has been described and it has been

applied to one of the five main classes of the FFM taxonomy:

Conscientiousness, which can be expressed as a set of 30

operators, belonging to the eight classes.

In this study, we have focused on intrinsic personal-

ity traits (ΨF ), which cover only 46% of the behavioral

schemes. Remaining schemes are related to interpersonal re-

lationships (ΨR), which require a deliberation cycle adapted

to interaction. In further work, we intend to extend our model

to handle ΨR-based traits, following the same approach. An-

other development will be the study of characters containing

complex characters entailing conflicting influences over the

rational process.
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